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EDUCATION

Ph.D. in Electrical and Computer Engineering reegiAugust 1989 from the Uwérsity of Wisconsin-
Madison.

M.S. in Electrical and Computer Engineering reegiDecember 1984 from the Usmisity of Wisconsin-
Madison.

B.S. in Plysics and Mathematics revedl May 1981 from Nebraska &¥leyan Unwersity, Lincoln,
Nebraska.

RESEARCH INTERESTS

All aspects of computer architecturei primarily in the architecture and design of high-performance sin-
gle-chip processors, with a focus omhim best use a limited number of resources to provide the highest

performance. lam also interested in high-speed scientific processing, in particulaplioriag issues
related to the memory system, InstructiorvdleParallelism, and the growing problem of excessvgio
consumption.

PROFESSIONAL EXPERIENCE

Full Professor in the Departmeot Computer Science at the nsity of California, Davis, July 2002
to present.

Associate Professor in the Department of Computer Science at therdipiof California, Davis, July
1995 to June 2002

Assistant Professor in the Department of Computer Science at tditpiof California, Davis, Septem-
ber 1989 to June 1995

PROFESSIONAL ACTIVITIES

Associate EditglEEE Transactions on Computers (2000-2004)

Editor-in-Chief, Journal of Instruction kel Parallelism (1999-2002)

Associate Editgrdournal of Instruction Lesl Parallelism

Co-General Chair for 32nd Annual IEEE/ACM International Symposium on Microarchitecture
Chair, IEEE Technical Committee on Microprogramming and Microarchitecture (1992-1998)
Member IEEE Technical Advisory Board Executi Committee (TC Elections)

Program Chair for 27th Annual IEEE/ACM International Symposium on Microarchitecture

Member Program Committee for the 23rd, 24th, 27th, 28th, and 33rd Annual International Symposium on

Computer Architecture



Program Committee member for the 24th, 26th, 28th, 29th, 30th, 31st, 32nd, and 35th AnnualClHEE/A
International Symposium on Microarchitecture

Steering Committee member for the 26th, 27th, 28th, 29th, 30th, 31st, 32nd, 33rd, 34th, and 35th Annual
IEEE/ACM International Symposium on Microarchitecture

Member Program Committee for the 14th International Symposium on High-Performance Computer
Architecture (HPCA)

Member NSF Funding Panels (2003, 2004, 2005, 2007)
Secretary/TreasureBlGARCH (2003-2007)

CAMPUS SERVICE

Member Committee on Committees, 2008-2011

Chair, College of Engineering Execué Committee 2000-2002, 2003-2005, 2010
Co-Chair Time to Degree Task Force 2004-2007

Chair, Undergraduate Council 2004-2005

Chair, Special Committee on Minimum Progress 2004-2005

Davis Representate, Systemwide Coordinating Council on Graduatéafks, 2007-2008

Member Graduate Council, Undergraduate Council, Academic Computing Council, dradaate
Advising Council, Ercutve Council, Geidt Hall Building Committee, Athletic Administnati Advisory
Committee, etc.
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$370,508
9/01-8/04

Multi-Level Parallel Execution on Decoupled Systems
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$551,242

8/98-7/01

High Performance Single Chip VLSI Processors
NSF Young Inestigator Avards

$263,480

6/92-5/97

Reducingthe Processor/Memory Bottleneck
NSF Research Experience for Undergraduates
$10,000
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Reducingl/O Pin Requirements for VLSI Processors
NSF
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12/93-11/95

Techniques for Managing the Memory Hierarchy
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$10,000
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Software Technology for Distributed Servers

SUN Microsystems Supercomputer Research Center
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A Shared Functional Unit Approach to Improving Processor Throughput
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Evaluating the Effectieness of Architectural I/O Queues
NSF Research Initiationweard
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