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Abstract

The basic building block of on-chip nanophotonic inter-
connects is the microring resonator [14], and these res-
onators change their resonant wavelengths due to varia-
tions in temperature - a problem that can be addressed using
a technique called ”trimming”, which involves correcting
the drift via heating and/or current injection. Thus far sys-
tem researchers have modeled trimming as a per ring fixed
cost. In this work we show that at the system level using a
fixed cost model is inappropriate - our simulations demon-
strate that the cost of heating has a non-linear relationship
with the number of rings, and also that current injection
can lead to thermal runaway. We show that a very narrow
Temperature Control Window (TCW) must be maintained in
order for the network to work as desired. However, by ex-
ploiting the group drift property of co-located rings, it is
possible to create a sliding window scheme which can in-
crease the TCW. We also show that partially athermal rings
can alleviate but not eliminate the problem.

1 Introduction

Computer architects have long been intrigued by the po-
tential of optics, but a variety of barriers (difficulty of stor-
ing photons, cost of converting from photons to electrons
and back, fabrication technology incompatibilities, etc.)
have stood in the way of their use in conventional designs.
Recently, however, this has begun to change. In particu-
lar, the ability to fabricate microring resonators and optical
waveguides on silicon [25] has enabled the use of optics for
both on and off-chip communication [14] [17] [16]. Us-
ing an external laser and a comb generator, researchers are
now able to create dozens of wavelengths and steer them
around on-chip using these resonators, creating optical in-
terconnection networks [27] [3] [29].

This capability will be particularly important in future
designs as the number of processors on a chip continues
to climb. These multiprocessors on a chip will require

high bandwidth communication networks, and electrical
networks are not likely to scale up well, primarily for la-
tency and power consumption reasons. For example, the
16-tile MIT RAW and Intel Polaris interconnection net-
works consume 36% and 28% of total chip power, respec-
tively [26]. As the size of an on-chip network grows, this
problem will only become worse. Fortunately, optical net-
works [15] have less signal crosstalk, lower power loss, and
higher switching speeds than electrical networks, so they
are ideal candidates for use in future large scale chip-level
multiprocessors.

These facts have lead researchers from HP [27], Cor-
nell [12] [4], Northwestern [19], Columbia [24] [23] [22]
and MIT [3] [10] to propose different topologies and arbi-
tration/flow control schemes for such networks. The details
of each design vary, but what they all have in common is
that photons are generated by an off-chip laser and routed
around the chip through silicon waveguides using photonic
resonators (anywhere from a few hundred to hundreds of
thousands). However, because the refractive index of Si
changes with temperature, microring resonators are very
susceptible to temperature-induced changes to their reso-
nance wavelength. And in a multicore processor there is
a potential for significant variations in temperature, so this
per-ring drift in resonance must be addressed.

One approach to dealing with this problem is to use a
technique called trimming - correcting the drift in the reso-
nant wavelength using heating (which shifts the resonant
frequency towards the red) and current injection (which
causes a shift towards the blue). Trimming gives the ar-
chitect the ability to precisely and adaptively control the
wavelength at which a ring resonates - however, it will also
increase the overall power consumption of the network. Re-
searchers have thus far modeled trimming as a fixed addi-
tional cost and treated it as little more than a nuisance in
terms of additional power consumption overhead, but the
practical issues underlying the system level implementation
of trimming, especially in the context of networks that con-
tain hundreds of thousands of rings, have not been studied.

As we began this work, we were faced with a number of



questions. For example, is a network of hundreds of thou-
sands of microrings by itself thermally stable? What is the
relationship between die size, number of rings, ring den-
sity and trimming? Is trimming at the system level even
possible, or is thermal runaway the inevitable result? Can
the problem be solved by using partially athermalized rings,
which employ PMMA (polymethyl methacrylate) as an up-
per cladding [30] to reduce the thermal sensitivity of rings?

In order to attempt to find answers to these questions,
we developed a tool called Mintaka to model the thermal
and power issues in nanoscale photonics networks. Mintaka
is based on Booksim [5] and Orion [11] [28] (popular on-
chip network simulators) and Hot-Spot [9] [8] - a widely
used tool to study the temperature effects on the microar-
chitecture of a processor. Using this tool we were able
to show that nanophotonic networks themselves are ther-
mally stable, i.e., the micro resonators that comprise the
network do not experience temperature fluctuations in spite
of the fact that a significant amount of laser power is be-
ing pumped into the network. In addition, we found that
preventing thermal runaway requires extraordinarily tight
control of the system level ambient temperature (less than
one degree Kelvin). This is a serious problem, since these
nanophotonic networks reside in a very hostile thermal en-
vironment, because of the large number of processor cores,
memory controllers, and caches (all potentially operating at
several GHz) – controlling the temperature of such a system
to within one degree Kelvin will be extremely challenging.

Fortunately, we also found that thermal drift in rings is
correlated (meaning a set of co-located rings used to im-
plement a communication interface will all drift the same
way). We call this property group drift, and show that by
using additional resonators a sliding window scheme can
be created, allowing a set of rings to be trimmed as a group
instead of one ring at a time. This group trimming ability
is particularly important because it means the designer does
not have to route control signals to each ring individually in
order to direct the current injection and heating - doing so
at the system level would be an implementation nightmare,
if there are hundreds of thousands of rings. There is nice
trade-off between the size of the Temperature Control Win-
dow (TCW) and the number of additional rings necessary,
which allows the architect to choose the number depend-
ing on the application of the system and where the system
resides (the cooling infrastructure available).

Our investigation also revealed that when using heating
the die size is more important than the actual number of
rings, while for current injection the ring density and num-
ber of rings are both influential factors. Finally, we exam-
ined the potential of partially athermalized rings and found
that they do not eliminate the thermal runaway problem, al-
though they alleviate it somewhat.

In Section 2 we describe the necessary background and

motivation for the proposed research and in Section 3 we
describe work related to this paper from research literature.
This is followed by the description of the Mintaka tool in
Section 4, the details of the experimental setup in Section 5,
and results and discussion in the subsequent sections.

2 Background

Microring resonators are designed to resonate when pre-
sented with specific individual wavelengths and remain qui-
escent at all other times. This ability is exploited to realize
the basic building blocks of photonic interconnects - such
as add/drop filters and switches. Figure 1(a) shows a pas-
sive microring that is biased during fabrication to extract
only λ1 from the incoming waveguide and steer it down a
perpendicular waveguide. Modulating specific wavelengths
requires an active microring resonator, which uses the pres-
ence or absence of an electrical current to extract or ignore
a specific wavelength. Figure 1(b) illustrates an active mi-
croring resonator modulating wavelength λ1. If the electri-
cal current is present, λ1 is extracted and sent down waveg-
uide II – if there is no current applied, λ1 will continue down
waveguide I unaffected.

The wavelengths individual microrings respond to are
set during fabrication. However, variations in fabrication
may require that certain microrings have their resonance
frequency adjusted up or down slightly. Passive or post fab-
rication techniques such as using UV light to modify mi-
crorings have been proposed [20] [13], which have the dis-
tinct advantage of not requiring any additional power once
the rings have been moved into their correct spectral posi-
tion. However, it is not clear how practical this approach is
at the system level, given the number of rings involved.

The refractive index (n) of silicon changes due to
changes in ambient temperature (∆T ), which can be mod-
eled as - ∆n ≈ 1.84× 10−6 × ∆T . As a result microring
resonators are very sensitive to temperature and drift spec-
trally approximately 0.09nm/◦C. The resonance frequency
of a microring can be changed by heating it1, which causes
a shift towards the red end of the spectrum, or by electri-
cally injecting current (to shift the resonance towards the
blue) [1]. This dynamic modification of resonance fre-
quency is referred to as ”trimming”, and is illustrated in
Figure 2.

3 Related Work

Within the research community there has been a grow-
ing interest in harnessing the benefits of optical intercon-
nects for addressing the shortcomings of electrical inter-
connects [15, 16]. The idea of using microring resonators

1This effect can be implemented in devices, for example, with thin-film
platinum surface heaters near waveguide sections [7]



(a) Filter PASSIVE Microring (b) Modulator ACTIVE Microring

Figure 1: Microring Resonators

(a) On Resonance (b) Red Shift Needed (c) Blue Shift Needed

Figure 2: Microring Resonance vs. Wavelength for On Resonance (a), Heating (b), and Current Injection (c)

for modulation in on-chip optical networks has been around
for some time, although as stated in [14], ”... the disad-
vantage of using resonators for modulation is the high tem-
perature sensitivity of the device.” However, as discussed
before, this can be compensated by trimming. In current lit-
erature, researchers typically estimate the required micror-
ing trimming power by multiplying the estimated average
trimming power per microring by the number of micror-
ings [1] [18] [10]. A global estimate for microring heating
was provided in [19], and we assume that a similar approach
was used to derive the estimate

In [27] HP researchers describe a 64x64 WDM based
crossbar (called Corona) for a 256-core CMP and Ahn in [1]
estimates that a total of ∼26W is necessary for trimming of
the Corona network (which is∼54% of the estimated∼48W
total network power.) Cornell researchers described a bus-
based scheme to connect clusters of processors in [12],
and more recently propose a hybrid opto-electronic on-chip
network called Phastlane [4] that uses a low complexity
nanophotonic crossbar supported by an electrical network
for buffering and arbitration. Neither [12] or [4] explicitly
discuss the required power for trimming of the nanopho-
tonic networks.

MIT and Berkeley researchers [10] describe a multistage
Clos network using a mixture of electronic routers that are
connected by WDM based photonic links. A fixed thermal
power was assumed in [10] to tune the microrings over a
20◦K range. The researchers also use a different set of con-
straints - they assume the microrings are 10µm in diameter,

and place the rings on the same die as the cores. These
two constraints lead to their conclusion that optical cross-
bar designs are impractical. However, microrings can be
as small as 3µm and still function correctly, and if perfor-
mance is important it is possible to implement the commu-
nication network on another level of a 3D design as illus-
trated in [27]. The Clos design reported in [10] uses only
thermal trimming, which means the rings must be designed
to operate at a temperature higher than that which the cores
could ever raise them (since if the temperature gets above
that, there is no mechanism for shifting the rings back to-
wards the blue.)

The authors in [24] [23] propose a photonic 2D torus
network that employs an electrical network for arbitration
and flow control, but no estimate for trimming power of the
nanophotonic network is explicitly discussed. Firefly [19]
is another hybrid opto-electronic network proposal that uses
an electrical network for intra-cluster communication and a
nanophotonic crossbar for inter-cluster communication. A
global estimate of 3.6W is assumed for microring heating in
the Firefly network. FlexiShare network crossbar [18] uses
a token stream for arbitration and credit sharing. A 1µW
per ring per ◦K with a 20◦K tuning range was assumed for
trimming power in FlexiShare.

These approaches to estimating trimming power are rea-
sonable given the absence of a full integrated power/thermal
simulation. And it could be argued that theoretically any
microring based network will not require any trimming
power if operated under ideal conditions. Temperature fluc-



tuations in the environment external to the chip will occur
in the real world, and it is vital to understand how temper-
ature fluctuations affect the amount of power necessary to
support trimming.

4 Mintaka

In order to evaluate the power and thermal characteristics
of on-chip optical networks we developed a simulator called
Mintaka2. The photonic power estimates were developed
using a link loss approach similar to that done in [1], with
relevant data gathered from the literature and extrapolated
from laboratory test results. Hot-Spot 5.0 was chosen to
perform the thermal analysis since it can be compiled as
a library, allowing it to be integrated into Mintaka [9] [8].
The core of Mintaka – like Hot-Spot – has been designed to
compile as a library for future integration into other network
performance simulators.

The electrical components used in Mintaka were con-
structed in a manner similar to that used in ORION 1.0,
although electrical technology data such as transistor siz-
ing and wire capacitances were taken from CACTI 6.5 (for
technology parameters from 90nm to 32nm), and ITRS
2009 [21] (for beyond 32nm). The energy required per tran-
sition for each sub-component was calculated, and the num-
ber of transitions per sub-component was maintained as an
integer in order to mitigate potential floating point round off
errors that could have occurred during long simulation runs
if a floating point only implementation had been applied.
The equations for calculating transistor sizing, capacitance,
and other low level electrical characteristics were also taken
directly from CACTI 6.5. Static power loss was also ac-
counted for in Mintaka, since CACTI 6.5 calculates static
power values as a function of temperature; the temperature
of each floor-plan unit was passed into the simulated net-
work in order to ascertain the static power loss.

The link loss calculation starts at a photodetector and
works backwards towards the source, adding the attenua-
tion losses along the way; this is done for the worst case
path for all networks. Attenuation sources include the
photodetector, waveguide, waveguide intersection, waveg-
uide bends, grating coupling, on-resonance rings, and off-
resonance rings. Once the total attenuation has been cal-
culated the power output necessary to switch the photode-
tector at the desired rate is determined, and given these two
values the required laser power per wavelength is a simple
calculation of PPD10

A
10 (where PPD is the required power at

the photodetector and A is the attenuation of the path.)
Once the minimum laser power has been calculated for

the worst-case path, multiplying by the total number of

2Mintaka -faintest of the three belt stars in ORION, which hints at the
faint influence of the ORION simulator.

wavelengths provides the total amount of laser power re-
quired by the network. Once this value has been deter-
mined, the energy lost (absorbed) by each optical compo-
nent can then be calculated, starting at the source and work-
ing downstream towards the photodetector. The energy loss
of each sub-component is maintained as a floating point
number and the number of times the loss occurs is main-
tained as an integer, for reasons described earlier.

Mintaka was validated by comparing its link loss calcu-
lations to those published for Corona [1], when the same
parameters were input. Mintaka calculated an attenuation
loss of 13dB for Corona, which matched the published val-
ues – a 3dB photodetector loss, plus the 11dB transmis-
sion loss, minus the 1dB coupling loss (the coupling loss is
not included since Mintaka calculates the on-chip required
laser power only). We also validated Mintaka by hand-
calculating the link losses of some other optical network
configurations and comparing those results to the ones gen-
erated by Mintaka. In addition, the total power of the floor
plan units was compared to the laser power plus the esti-
mated electrical switching and static power loss for all the
simulations. None of the simulations deviated from the ex-
pected power consumption, given the required laser power
and the input traffic pattern.

In Mintaka, the floor-plan layout for each network is
integrated into the electrical/optical power/sizing calcula-
tions. The floor-plan layout is necessary since both the op-
tical and electrical power requirements depend upon the dis-
tance which the signals must travel, and the minimum size
of some sub-components is dependent upon the power re-
quirements.

The power consumed in the network, both electrical
and optical, was maintained for each floor-plan component.
This floor-plan, floor-plan power, and floor-plan temper-
ature data was passed to the Hot-Spot library (using ap-
propriate thermal constants for SOI) to calculate the new
floor-plan temperatures. The Hot-Spot steady state solver
was used to determine the updated temperatures for the
floor-plan components. The updated floor-plan tempera-
tures were used by Mintaka to provide more accurate power
consumption numbers for the next iteration, since some
components (such as static power loss and trimming power)
are a function of temperature. The iterative process con-
tinued until Mintaka/Hot-Spot converged on a steady state
solution, or a thermal runaway was detected.

5 Experimental Setup

The base architecture we used in our simulations was a
64 node crossbar network with a 64-bit data path between
nodes, built using 22nm technology. The nodes were as-
sumed to operate at 5GHz and capable of generating and
consuming one 128-bit flit per cycle. We chose a crossbar as



Figure 3: Trimming Power (W) vs. Ambient Temperature (◦K) for
Network

our base model because it uses a similar number of micror-
ing resonators as other proposed on-chip optical networks,
and in addition a very detailed floor-plan was available. In
our case, the on-chip network consists of ∼524K micror-
ing resonators and occupies an entire level of a 3D stacked
processor design, with an area of 484mm2. The workload
used is synthetic random traffic pattern, since the goal of
this work is to determine the power/thermal sensitivity of
large on-chip optical networks and not to analyze the per-
formance.

6 Stability Issues with Trimming

The first step in our investigation was to determine if the
network itself was thermally stable (does the network gen-
erate too much internal heat even in the absence of trim-
ming?). The network settled at less than half a ◦C above
the ambient. The initial simulation also yielded the ”ideal”
operating temperature for the network, 45.38◦C. This value
was used to estimate the required trimming power for the
subsequent experiments - as the temperature of the mi-
crorings drops below the ”ideal” temperature heating is re-
quired, and as the temperature climbs above the ”ideal” cur-
rent injection is applied.

The first trimming experiment consisted of a sweep of
the ambient temperatures from 310◦K to 325◦K. The mi-
croring thermal sensitivity was assumed to be 0.09nm/◦C,
and the channel separation was assumed to be 0.16nm with
a 2% tolerance for resonance.

The required trimming power was initially assumed to
be 130µW/nm [1] for current injection (blue shift) and
240µW/nm [6] for heating (red shift). A red shift is not
achieved until the microring reaches the appropriate tem-
perature – however, using a fixed value of power per nm
to accomplish red shift does not make sense, so that ap-
proach was quickly abandoned in favor of a closed loop
solver that determined the actual power required to main-
tain a minimum required temperature. Figure2(b) demon-

Figure 4: Trimming Power (W) vs. Ambient Temperature ◦K for
64-bit and 32-bit Network

strates a resonance shift towards red for heating. A reso-
nance blue shift can be directly achieved by current injec-
tion (see Figure2(c)), but Resonance deteriorates under high
current, meaning that blue shift using current injection will
be capable of less than 1nm of shift. It was assumed that a
maximum of 1nm of blue shift could be achieved through
current injection.

The results of the trimming power sensitivity simula-
tions can be seen in Figure 3. The network required ap-
proximately 5.1W of heating for every degree the ambient
temperature dropped below the design target of 318.15◦K
(45◦C). In addition, the network became thermally unsta-
ble within a one degree increase above the optimal ambient
temperature - this is because the current injection becomes a
positive feedback system (current injection heats the rings,
heat in the rings causes red shift, requiring more current
injection, etc.). Even though the network may settle at a
steady state when ambient temperature rises, the required
shift was beyond 1nm.

The thermal runaway observed in the baseline model led
us to look at a 32-bit version of the network operating at
twice the frequency. The 32-bit network contains ∼270K
microrings, and it has been assumed that reducing the num-
ber of microrings will reduce the required trimming power.
The results of the trimming power sensitivity simulations
using the 32-bit network are shown in Figure 4. As one
might expect the power required for current injection is
lower for the 32-bit network, and the network is slightly
more stable than the 64-bit version (becoming thermally un-
stable within four degrees above the optimal ambient tem-
perature.) What seems surprising is that the required power
for heating is the almost identical for both networks. In sit-
uations where heating is required for trimming, the amount
of trimming power required appears to have a non-linear re-
lationship with microring count. It was this observation that
led us to investigate varying the die area.

Figure 5 shows the required trimming power for the 64-
bit network with varying die areas. The die areas shown



Figure 5: Trimming Power (W) vs. Ambient Temperature (◦K) for
64-bit Network with 484mm2, 400mm2, and 324mm2 Die Area

are 484mm2, 400mm2, and 324mm2 (22mm, 20mm, and
18mm squares). The trimming power required for heating
is clearly related to (although not directly proportional to)
the die area. This might at first seem somewhat counter-
intuitive (one might expect there to be some correlation be-
tween microring count and trimming power), but upon fur-
ther analysis it is clear that the power required to maintain
a given temperature is dominated by the area that has to be
heated (the total die area) and not the number of micror-
ings. Using simple thermodynamic analysis, the required
trimming power for heating should equal the rate at which
heat can be removed from the die - and as the die area is
reduced, so is the rate at which heat is removed from the
die.

The results of the trimming power necessary for current
injection is not visible in Figure 5 because of the thermal
runaway. Further analysis of the simulation results shows
that the trimming power for current injection appears to
have a direct correlation to average microring density. As
the die area shrinks there is an increase in the required cur-
rent injection trimming power, because the heating that oc-
curs during injection is spread among the rings. This can be
seen in Figure 4, since the 32-bit network has a dramatically
lower microring density than the 64-bit equivalent.

These results show that reducing the number of mi-
crorings or the microring density can reduce the trimming
power necessary for current injection, but only reducing the
die area is effective at lowering the required trimming power
for heating. We define the Temperature Control Window
(TCW) as the range of temperatures within which the net-
work must be kept in order to remain within a given trim-
ming budget and prevent thermal runaway. The TCW for
the 64-bit network is less than 1.1◦C and 4.1◦C for a trim-
ming budget of 5W and 20W, respectively.

If heating is the only form of trimming implemented to
address thermal drift then power will always be used to
heat the microrings unless the system is being operated in
an environment on the edge of the operational range. Our

Figure 6: Receive Section of a Node Illustrating Microring Group-
ing

simulation results imply that a 20◦K TCW as suggested
in [18] and [10] would require a maximum trimming power
of 103W (51.6W average) for the 484mm2 die area of the
simulated network. Even for the 400mm2 die area assumed
in [10] the maximum power for heating over the 20◦K TCW
is 98.9W (49.4W average). According to [2] the recom-
mended temperature range of data centers is 18-27◦C. This
is a 9◦C temperature range for the room ambient temper-
ature - the temperature range the chip will experience will
most likely be larger. Thus, a 20◦K TCW is justifiable given
the air conditioning recommendations of ASHRAE [2].

7 Increasing the Thermal Window

The granularity of the floor-plan units used in the previ-
ous results was set to a transmitter or receiver group (i.e. 64-
bits), and it was assumed a constant temperature was main-
tained across the entire group of colocated rings used to im-
plement a transmitter or receiver. Figure 6 illustrates the
receive section of a node and shows how microrings were
grouped together into single floor-plan units.

The assumption that rings drift thermally as group was
made because finding a thermal solution in the simulator for
approximately half a million floor plan units is not currently
practical. In order to ascertain the accuracy of this assump-
tion, the simulator was modified to keep track of each indi-
vidual microring in a specific transmitter or receiver group.
Simulations were run over sweeps of ambient temperatures
ranges with trimming disabled (having trimming on would
defeat the purpose of the test), and transmitter and receiver
groups to be studied were chosen strategically (i.e. corners,
centers, and edges).

The largest intra group temperature delta observed was
5.13e-4◦C, which corresponds to less than 0.03% chan-
nel separation when assuming a wavelength separation of
0.16nm and 0.09nm/◦C thermal drift. This result is very en-
couraging for a number of reasons - it means that our previ-
ous results are valid because our basic assumption was not
erroneous, it means that the amount of circuitry necessary
to support trimming can be greatly reduced since microrings
can be trimmed as a group instead of needing to be trimmed



Figure 7: Node to Node Drift Resilience

individually, and perhaps most importantly it means that we
can extend the TCW by adding resonators at each end of the
incoming wavelength spectra.

7.1 Sliding Ring Window

The results presented so far indicate that the Temperature
Control Window (TCW) will be impractically small for re-
alistic trimming power budgets, and that a reasonable TCW
will require potentially unreasonably large trimming bud-
gets. In order to overcome this problem, we propose incor-
porating additional rings on either end of the spectral range
in order to maintain the same usable data path width. The
additional microrings will create a Sliding Ring Window
(SRW), exploiting the fact that the entire group will slide
the same amount spectrally in either direction. This con-
cept is shown in Figure 7, and works as follows: Current
injection is used to maintain the spectral position of the en-
tire group of rings (see Figure8(b)) until the rings become so
hot that they will naturally resonate at the next (red shifted)
frequency (see Figure8(c)). At this point the current injec-
tion is turned off and the entire group begins resonating one
wavelength over. As the rings cool current injection can
be reapplied to correct the spectral position of the micror-
ings to the previous (blue shifted) channel. The existence of
the additional rings prevents the current injection positive
feedback system from thermally running away by creating
a lower power trimming state at a higher temperature. We
will designate the number of additional rings in the name,
so that SRW-1 indicates 1 extra resonator, SRW-2 indicates
there are two extra rings, etc.

Guiding the correct electrical signals to/from the cor-
rect microrings of the SRW will require integration with
the trimming circuitry. However, the SRW control is ex-
pected to be of minimal additional circuit complexity since
any trimming system implemented must maintain micror-
ings in the correct spectral position. The control of the SRW
is managed locally (a global feedback channel is unneces-
sary) since the temperature of the microring group is the
feedback.

In order to evaluate the effectiveness of the SRW, simu-
lations were run with SRW-2 – increasing the network total
microring count to ∼540K. Whenever possible the steady
state thermal solver was used, although some of the tran-
sitional temperatures could not be solved using the steady
state thermal solver since the microrings (by design) cycled

back and forth between lower temperature/higher power
and higher temperature/lower power states. The transitional
temperatures were determined by simulating using the time
step solver until the total trimming power converged.

Figure 9 shows the impact of SRW-2 on the amount of
trimming power required. The sawtooth (or wave-like) pat-
tern is due to the fact that the microrings require maximum
current injection trimming before becoming hot enough to
be on resonance at the next channel. The peak current injec-
tion trimming power is a function of the channel separation
of 0.16nm – the peak trimming power could be reduced if
channels were able to be more densely packed, although
this would also shrink the TCW. The TCW for the 64-bit
network using SRW-2 is ∼5.6◦C for a trimming budget of
10W (a dramatic increase from the ∼2.1◦C TCW for the
64-bit network without SRW), and the TCW is greater than
7.5◦C for the 20W trimming budget discussed in the previ-
ous section.

7.2 Increasing TCW with SRW

The SRW mechanism can be expanded to incorporate
more than just two additional microrings. Each additional
microring per group will result in an additional peak as seen
in Figure 9 and will increase the TCW. The separation of the
peaks seen in Figure 9 is ∼1.8◦C, which corresponds to the
channel separation divided by thermal sensitivity (0.16nm
/ 0.09nm/◦C). Achieving the 20◦K TCW discussed previ-
ously would require roughly seven more microrings (creat-
ing SRW-9), raising the total microring count to ∼595K for
the 64-bit network.

Expanding the TCW by using additional microrings
comes at a cost of increased area, trimming power, and
laser power. The increased area needed by the microrings
is obvious, but compared to the current microring count and
die area of the proposed 64-bit network the additional area
for SRW microrings is not a concern. The required laser
power increases with each additional microring since the
number of off-resonance microrings which light must travel
through is increased, but this increase is also not a great con-
cern since the additional attenuation of off-resonance mi-
crorings is relatively small (1.5e-3dB). The additional trim-
ming power is likely to be the greatest concern, since each
microring added will also need to be trimmed. These addi-
tional microrings will cause an increase in the peak current
injection power seen in the SRW sawtooths, though the in-
crease in peak trimming power is relative to the number of
additional rings. The proposed SRW-9 would have an ap-
proximately 10% greater peak power than that of Figure 9,
yielding a roughly 9.7W peak.



(a) On Resonance (b) Blue Shift Needed (c) Remove Current Slide to Next Ring

Figure 8: Sliding Ring Window Microring Resonance vs. Wavelength for On Resonance (a), Current Injection (b), and Current Removal
(c)

Figure 9: Trimming Power (W) vs. Ambient Temperature (◦K) for
64-bit Network Using SRW-2

8 Impact of Partially Athermalized Micror-
ings

Another promising approach to increasing the TCW is to
use rings which have been clad with polymethyl methacry-
late [30]. These partially athermalized rings are substan-
tially less sensitive to temperature variations - unclad rings
change approximately 0.09nm/◦C, while for PMMA clad
rings the change is closer to 0.027nm/◦C. In order to ana-
lyze their impact on the TCW, the original simulation was
rerun using PMMA clad rings instead of unclad ones. Fig-
ure 10 shows the results for both the baseline and PMMA-
clad 64-bit network. What may be somewhat surprising is
that both networks require the same amount of additional
heating power for every degree below the ambient tem-
perature. While the PMMA cladding reduces the thermal
sensitivity of the microring resonators, it does not change
the power required to maintain a minimal temperature (al-
though the minimal temperature that must be maintained
is slightly lower for the PMMA-clad microrings than the
baseline, which can be seen in the offset of the PMMA-clad
line in the figure). On the other hand, when the rings are
too hot and current injection is required, the PMMA-clad
microrings substantially outperform their unclad counter-

Figure 10: Trimming Power (W) vs. Ambient Temperature (◦K)
for Baseline and PMMA 64-bit Network

parts. As the figure shows, only ∼3W of current injection
is require for every degree the ambient temperature climbs
above the optimal. Thus the TCW for PMMA clad network
is less than 3◦C and 10.6◦C for a trimming budget of 5W
and 20W, respectively. However, this still implies that a
trimming budget of nearly 39W would be required to meet
the 20◦K TCW.

Since cladding and SRW are orthogonal techniques, we
decided to see how well they would work in conjunc-
tion. The simulations using SRW-2 were rerun assuming
PMMA-clad rings, and the results are presented in Fig-
ure 11. In this figure one can see that the PMMA-clad net-
work using SRW-2 provides a TCW of 19◦C with a trim-
ming budget of less than 10.5W. Using athermalized rings,
the 20◦K target TCW can be obtained with a trimming bud-
get below 12.2W.

Another interesting point to note in the figure is that the
peaks in the baseline network are lower than those of the
PMMA-clad network. One would expect both the baseline
and the PMMA-clad networks to require the same peak po-
tential trimming power - however, the baseline network has
a much higher thermal sensitivity, and therefore it oscil-
lates between lower temperature/higher power and higher
temperature/lower power more often than does the PMMA
upper clad network. Thus, the baseline peak is actually



Figure 11: Trimming Power (W) vs. Ambient Temperature (◦K)
for Baseline and PMMA 64-bit Network with SRW-2

smoothed out by its thermal sensitivity.

9 Architectural Design Guidelines

Based on what we have learned so far, we can make some
observations that architects must keep in mind when design-
ing large nanophotonic systems:

1. The power required to maintain temperature using
heating has a non-linear relationship with microring
count and thermal sensitivity, and is more affected by
the die area, ambient temperature, and rate at which
heat can be transferred from the die to the ambient.

2. Trimming using current injection is highly sensitive
to microring count, density, and the thermal sensitiv-
ity of the rings, and thus thermal runaway can happen
very easily - networks with ∼524K microrings and a
484mm2 die area experience runaway within a change
of a single degree. This is significant, because optical
network topologies have been proposed that employ
higher microring counts and densities than those an-
alyzed in this paper. The use of current injection in
these networks will only be feasible if they employ
techniques like PMMA cladding or the Sliding Ring
Window.

3. Any microring based nanophotonic network cooling
system will need to be carefully designed, since it im-
pacts the efficiency of the trimming system. The de-
sign of a nanophotonic network that trims using only
heating will obviously benefit from a weaker cool-
ing system. A cooling system that only removes the
amount of heat generated by the laser and modula-
tion power would be ideal, since the microrings could
be brought up to temperature and then maintained by
the heat generated by the laser and modulation. Con-
versely, any system that utilizes current injection as a
form of trimming will benefit from an efficient cooling

system - otherwise, the network will become thermally
unstable.

10 Conclusion and Future Work

Up to now in on-chip photonics interconnect literature,
the power required to perform trimming has been treated
primarily as a fixed cost per ring. In this paper we have
shown that this is not the case from either direction - the
energy required to shift the resonance to the red via heat-
ing has a non-linear relationship with the number of rings,
and shifting the resonance to the blue using current injection
can quickly lead to thermal runaway. This is key informa-
tion for the architect to have, because a more accurate and
realistic estimation of the energy required to trim a photonic
network is of critical importance when deciding which net-
work topology to use.

In order to avoid the thermal runaway problem without
having to rely exclusively on the cooling system, we have
examined different ways to increase the Temperature Con-
trol Window (TCW) - in particular by adding extra rings
to create a Sliding Ring Window (SRW), and by using
PMMA-clad resonators. We have shown the effectiveness
of each technique, and also shown that the a combination of
the two works even better.

The work presented in this paper assumed a consis-
tent heat sinking/cooling system and did not incorporate
the power/thermal fluctuations from the core layer. Accu-
rately modeling potential hotspots from the core may un-
cover even more potential trimming issues. Very large mi-
croring resonator counts were also assumed in this work,
it is possible that the trimming power required for lower
density/microring count networks may yield very different
results. Communication power dissipated in the microrings
(photonic, modulation, etc.) affects the required power for
trimming, therefore a fair comparison of networks trimming
power is difficult when the required communication power
differs.

The trade-offs of channel separation with SRW should
be further investigated, our simulations assumed channels
with minimum possible separation, there is the potential to
widen the TCW at a cost of higher peak trimming power.
Widening the channel separation to match the microrings
free spectral range also has the potential for SRW scheme
without the need of additional microrings. The use of SRW
causes the trimming power to be a non-continuous func-
tion - therefore, trimming will be most efficient in periodic
temperature bands. An investigation of system level tech-
niques to maintain the network within those temperature
bands should also be completed.
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