1. Trueor False:

(1) Amdahls law dbesnt apply to parallel computers.

(1) Itis possible to design a flawless architecture.

(1) Thereis such a thing as a typical program.

(1) Multiprocessorsre "free".

(1) You can predict cache performance of Program A by analyzing Program B.

(1) Anarchitecture with flaws cannot be successful.

(1) Linearspeedups are needed to matultiprocessors cost-effege.

(1) Scalabilityis almost free.

2. (3)What is the goal of the memory heirayehWhattwo principles male it work?

3. (4)What do the following acronyms stand for:
SMT

COMA

NUMA

CMP



4. (2)In your own words, what does Amdahlaw say?

5. (4)List Flynn's 4 dfferent catagories of parallel processors.

6. (4) List4 of the 5 Miss Penalty Reduction Techniques.

7. (3) What is a victim cache, andvwhdoes it work?

8. (3) What is Cache Coherence, ang/vght necessary?

9. (4) Describe the difference between shared memory and message passing mbiroes.
the impact on design, cost, speed, and programming model.



10. (12) Dopg is a @mputer which has a CPI of 1.0 when all memory accesses hit in the cache.
The only data accesses are loads and stores, which total 30% of the instructions. If the miss
penalty is 40 clock cycles and the miss rate is 3%, what is the memory stall time in terms of
instruction count?



11. (26)Assume that the CPI of a processor with a perfect cache is 2.0, the ydtekime is 1

ns, and there are 1.5 memory references per instruction, and the cache has a block size of 64
bytes. Systermd (Happy) uses a direct mapped cache, while System B (Sneezy) usesaayw

set associate ;me. Sincea et-associatie ache requires an extra multipte/selectorthe gcle

time of Sneezy is 1.25 longer than that of Happhe cache miss penalty is 75ns for both sys-
tems.

a.) Calculatethe average memory access time and CPU performance for each processor
Assume the hit time is 1 clockde, the miss rate of a direct-mapped 64KB cache is 1.4%, and
the miss rate for a 64KB two-way set assoegatache is 1.0%. Which system is faster?



b.) Now assume that Sneezy is modified to support Out Of Orxkmtien, and also has #'st-
associatie ache replaced with a direct-mapped one. The clgcledime stays the same as it
did (1.25 times that of Hagp Assume30% of the 75ns miss penalty can be hiddenJsylap-
ping it with other instructions; that is, theeeage CPU memory stall time iswdb2.5ns. Hav
does the performance of Sneezywrammpare to that of Happy?



12. (15)Consider the following description of a computer (Grumpy) and its cache performance:

Block size = 1 word

Memory bus width = 1 word

Miss rate = 3%

Memory accesses per instruction = 1.2

Cache miss penalty = 64 cycles

Average cycles per instruction (ignoring cache misses) = 2

If we change the block size to 2 words, the miss rate falls to 2%, andeddbileck has a miss

rate of 1.2%. What is the imprement in performance if memory is intened two ways and

four ways, versus doubling the width of memory and tl&?bAssumé takes 4 clock ycles to

send an address, the access time is 56 clock cyles per word, and it takes 4 clock cycles to send a

word of data.



13. (12)Assume a directory-based cache coherence protocol. The directory currently has infor
mation that indicates that processor P1 has the datadtus®e” mode. Ifthe directory na
gets a request for the same cache block from processor P1, what could thisWiegrghould

the directory controller do?



