Very Short Answer :

(1)

(2)

3)

(4)

(5)

(6)

(7)

(8)

(2) What is the relationship between speculation and power consumption?

(2) If you are mainly worried about program size, what type of instruction set would youNisat?
if performance was your primary concern?

(1) Which is more effectie, dynamic or static branch prediction?

(1) Do benchmarks remain valid indefinitely?

(2) Issuing multiple instructions per cycle puts tremendous pressure on whatatig of the
machine?

(2) In class we mentioned VLIW and Superscalar asways to circumvent the Flynn Limit of 1.
We dso talked about tarother approaches - what were they?

(2) Out of Order completion makes supporting what very difficult?

(1) Are wire delays or transistors moredily to be the most significant limit on clock frequgine
the future?



(9) (2) Pipelining increases instruction but also increases instruction

(Fill' in the blanks.)

(10) (2)Decoupled architectures split a program into gtveams. Whaare they?

(11) (2)What is Amdahk law (in words)?

(12) (2)What is the primary difference between Scoreboarding and Tomasiglorithm?

Short Answers;

(10) (4)Why are there multiple dies per silicorafer? Wly not just fabricate one huge die per wafer?

(11) (3)Write down the 3-term CPU performance equatioveliged in class.



(12) (4)What are the advantages and disadvantages of stack machines?

(13) (4)Whatis a predicated instruction? What are the advantages to using predicated instruction:
When would younot want to use one?

(14) (4)What is the definition of a basic block? Wil there a desire to create larger ones?



(15) (3) There are at least twtypes of control flar changes that standard dynamic branch predictors
have rouble with. There is a technique that works well for one of these types ... name tlgpdws/
of branches, and the technique used to successfully deal with one of them.

(16) (4) Supporting precise interrupts in machines thatvaltmt of order completion is a challenge.
Briefly explain wly, and gve three different techniques that can be used teigeoprecise inter
rupts.

(17) (5)Why is branch prediction important? What performance enhancing techniguesrade it so?
List 3 examples of»asting Branch Prediction strategies in order ofefage) increasing &dc-
tiveness.



(18) (8)Below is a pcture of some of the basic components of tomasugbrithm. Havever, there are
things missing. Dna in what is necessary to complete the picture.
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(10) The contents of the table represent the state of the machine at tiveutQob is to fill in the
table at time 11.

Time=10
Instruction Status
Instruction Issue Eecute Eecute Write
Inst Undervay Completes Result
MULTF FO,F2,F4 X X
SUBF F8,F6,F2 X X X Add1
DIVF F10,FO,F6 X
ADDF F6,F8,F2 X
Reservation Stations
Tag Name Busy Fm(op) Val.j(Vj) Val.k(Vk) Tag.j(Qj) Bg.k(Qk)
Add1l Add/Sub Yes Qb Mem[] Mem[]
Add2 Add/Sub Yes Add 0 Mem[] Add1l
Add3 Add/Sub
Multl Mult/Div Yes Mult Mem(] Reg[F4]
Mult2 Mult/Div Yes Dv 0 Mem[] Add1l
Register Status
FO F2 F4 F6 F8 F10 12 F30
Tagi(Q) | Multl Add2 Add1 Mult2
Time=11
Instruction Status
Instruction Issue Ercute Ercute Write
Inst Undervay Completes Result
MULTF FO,F2,F4
SUBF F8,F6,F2
DIVF F10,FO,F6
ADDF F6,F8,F2

Reservation Stations
Tag Name Busy Fm(op) Val.j(Vj) Val.k(Vk) Tag.j(Qj) Bg.k(QKk)

Add1l Add/Sub
Add2 Add/Sub
Add3 Add/Sub
Multl Mult/Div
Mult2 Mult/Div

Register Status
FO F2 F4 F6 F8 F10 12 F30

Tag.i(Qi) |




(19) (14)You ae gien the following code sequence:

MULTF F2,F1,F4
SUB F3,FO,F1
DIVF  F2,F2,F3
ADDF F3,F3,F2

Assume there are 8 logical and 16/pical rayisters. Orthe left belav is the register mapping upon
entering the code sequenc¥our job is to fill in the mappings after theeeution of the ADDF
instruction, including what is on the free list. (Assume that during xeeuéon of this code, no
registers are released - in other words, the free list will be shorter at the end than at the beginning.

BEFORE AFTER
Logical  Plysical Logical Plysical
0 2 0
1 3 1
2 5 2
3 4 3
4 9 4
5 7 5
6 6 6
7 8 7
Free Pool: 0,1,10,11,12,13,14,15 Free Pool:

Now, rewrite the code sequence belosing the actual physical register names instead of the logical

ones.
MULTFP__ P_ P__
SUBF P_,P_P
DIVF P_,P_P
ADDF P_P_ P



(20) (10)Suppose we are consideringot@ternatives for our conditional branch instructions, as falfo

M1 - A compare is included in the branch.
M2 - A condition code is set by a compare instruction and followed by a branch

that tests the condition
On both machines, the conditional branch instruction takes 2 cycles, and all other instruatidns tak

cycle. OnM2, 30% of all instructions»&cuted are conditional branches. Because M2 does not
have the compare included in the branch, the clock cycle is 1.20 times faster than M1.

a. Whichdesign is faster?

b. What if M2 was 1.25 times faster than M17?



(21) (6)In class, we takd about the cycle by cycle steps that occur on different interreptsxample,
here is what happens if there is angdeoperand interrupt generated by instruction i+1.:

1 2 3 4 5 6 7 8 9
[ IF ID EX MEM WB

i+1 IF ID EX MEM WB <- Interrupt detected

i+2 IF ID EX MEM WB <-Instruction Squashed

i+3 IF ID EX MEM WB <- Trap Handler fetched
i+4 IF ID EX MEM WB

Fill out the follawing table if instruction i experiences a fault in thxeaution stage (divide by zero,
for example):

1 2 3 4 5 6 7 8 9 0]
[ IF ID EX MEM WB

i+1 IF ID EX MEM WB

i+2 IF ID EX MEM WB

i+3 IF ID EX MEM WB

i+4 IF ID EX MEM WB

i+5 IF ID EX MEM WB

What happens in this case?

1 2 3 4 5 6 7 8 9 ()
[ IF ID EX MEM WB <- Data write causes Page Fault

i+1 IF ID EX MEM WB <-lllegd Opcode
i+2 IF ID EX MEM WB

i+3 IF ID EX MEM WB

i+4 IF ID EX MEM WB

i+5 IF ID EX MEM WB



