(1) Give a me-word definition of coherence.

(1) Give a me-word definition of consistenc

(1) Using a different mapping scheme will reduce which type of cache miss?

(1) Which type of cache miss can be reduced by using longer lines?

(1) Which type of cache miss can be reduced by using shorter lines?

(1) When performing branch prediction, whabtthings are necessary? (A prediction, and what?)

(1) What is a "balanced" pipeline?

(1) What type of multiple issue machine requires static scheduling esety@si

(1) What type of multiple issue machine provides extenardware support for dynamic scheduling?

(1) As minimum feature sizes decrease, what happens to wire resistance?



(2) What is the relationship between speculation and power consumption?

(2) What are the terbiggest challenges to obtaining a substantial decrease in response time when us
MIMD parallel processor?

(2) What pair of instructions are used to implement a lock in RISC systems (as described in the text)?

(2) There are tavways to define performance - what are they?

(2) Lowering the associativity is one technique for reducing theikhie T List2 others.

(2) Prefetching is one technique for reducing the Miss Rate. List 2 otf¥&s.cannot reuse grirom the
previous question.)

(2) Giving reads priority wer writes is one technique for reducing the cache miss penhadty? others.
(You cannot reuse grirom the previous tequestions.)

(2) Clock rates ha gown by a factor of 1000 while peer consumed has only grown by a factor of 30
How was this accomplished?

(2) Pipelining imprees instruction rather than instruction (Fill'in
blanks)




(2) What does CAM stand for? Where is it used in a processor?

(2) Why do most pipelined machinewaid the use of condition codes?

(2) What does UMA stand for®hich is more sensite © where data is placed, an UMA machine or &
NUMA machine?

(2) Writes to a cache are inherently slower than reads from a cache - why?

(2) Which is more expeng © huild - a shared memory machine, or a message passing machine? Why

(2) Which is easier to write a program,fardiared memory machine or a message passing macking?

(2) What is the definition of a basic block? Wh there a desire to create a bigger one?



(3) The memory system presents challenges to ILP designers adWhat.is it about the memory system
that makes it hard for compilers to optimize (schedule) code, and alscefotien units to achie maxi-
mal performance? (This is not a question about techngliogy hgher-level question).

(3) What is Register Renaming, andyws it important/useful? (Whatroblem is it trying to solve?)

(2) What is a benchmark program? What is the perfect/ideal benchmark program?

(2) Do benchmark programs remain valid indefinitely? yWhwhy not?

(2) Why is it difficult to come up with good benchmarks for parallel processéféfnk about what a
benchmark is, and what it is supposed to measure)

(3) Supporting precise interrupts in machines thawathat of order completion is a challeng&xplain
why.



(3) What is the difference between static and dynamic scheduling? Andomiie want to schedule code,
anyway?

(2) What is the primary difference between superscalar and VLIW processors?

(3) Give wo advantages to using a superscalar proceasdrl advantage to using a VLIW.

(2) Some instruction sets are easier to pipeline than otfvs. ;e thing an instruction set shouldvkan
order to mak it easier to pipeline.

(2) Some instruction sets are harder to write virtual machine monitors for than dtigrss that? What
makes one instruction set harder to write a virtual machine for than another one?

(3) The designer has the choice of using gsmally addressed cache or a virtually addressed cacl
Explain the difference, andwg 1 alvantage for each.



(4) The standard MIPS has a 5-stage pipeline, and uses a branch delay slot and a load d#lalyeslot
machine is redesigned to be an 8-stage pipeline, with the following stages:

F D RR E1 E2 MEM WB (where RR stands for Register Read)

a. Hov mary branch delay slots will this medesign require, assuming the branch condition is calculat
and aailable at the end of E1? E2?

b. How mary load delay slots would this machine need (assuming it has forwarding logic) assuming
memory returns the value during M1? M2?

(2) Is it possible to hee a WAW hazard in the abhe 8stage pipeline? Whor why not?

(3) You are responsible for designing avrgrocessarand for a variety of reasons you must use a fixed 1
bit instruction size.You would like 1o support 16 different operations, use a 3-operand instruction form
and hae 8 egsters. If it is possible to do this, dvavhat an instruction would look l& If it is not possi-
ble, explain wl, and shev what you would do to fix

(4) Understanding the hardwe can influence moyou write programsGive 2 examples of ha you might
write software differently for a heavily pipelined machine verses a non-pipelined one.



(3) Assuming a 21-bit address and a 256-byte Direct Mapped cache with a linesize~Bowhan address
is partitioned/interpreted by the cache.

(3) Assuming a 21-bit address and a 96-byte 3-way SA cache with a linesizes4oshen address is par
titioned/interpreted by the cache.

(2) Assuming a 21-bit address and a 110-byec&che with a linesize=2, sWwohow an address is parti-
tioned/interpreted by the cache.

(2) Given a 1 Megdyte physical memona 26 hit Virtual address, and a page size of 4K bytes, writendo
the number of entries in the Page Table, and the width of each entry.

(3) Given a 1 Megadyte physical memona 32 ht Virtual address, and a page size of 4K bytes, writendo
the number of entries in thege Table, and the width of each entitythere a problem with this configura-
tion? Ifso, hav can you fix it?



(10 pts) Here is a code sequence.véhhem identify the hazards, both true and name.)

lw  R1,0(R10)

lw  R2, 4(R10)

add R3,R2,R1

sw  R3, 20(R0)

lw  R2, 4(R10)

add R4,R1,R4

sv R4, 24(R0)

a) Assuming a standard 5-stage pipeline that does not support hazard detection and doesrdingforw
insert as manNOPS as required in order to ensure this code runs corré@tynemberwrites to the rgis-
ter file occur on the first half of the cycle, and reads occur during the second half).

b) Circle the NOPs that can be rerad if forwarding and hazard detection logic is implemented.

c) Reorder the code to ren®a mary stalls as possible (assuming there is forwarding logitgw many
cycles does it ta&k now?

(2) Processor A requires 300 instructionsxecate a gien program, uses 2ycles per instruction, and has a
cycle time of 6 ns. Processor B requiresy8le per instruction, and also requires 300 instructions to do t
same program. What must the cycle time of Processor B be in ordeethegisame CPU time as Proces-
sor A?



In this question, we are going to wire up a 12-bit proces§be machine is word-addressable, where
word is 12 bits. Immediates are sigxtended, Offset is not. The machine has 3 different instruction fc
mats: RJ, and J. Memory takes a single cycle to return a value.

R-type: (Arithmetic and logical: rd = rsl OP rs2)

Opcode rd rsl funct

11-8 7-6 5-4 1-0

I-type: (Arithmetic and logical: rd = rsl OP Immediate)
(Load: rd = mem[rsl+Immediate])
(Store: mem[ rsl+Immediate] =rd)

Opcode rd rsl Immediate

11-8 7-6 5-4

J-type: ( PC = Offset)

Opcode Ofset

11-8 7-0

The ALU can perform 4 functions, written thimw OP[ALUO ALU1]

Add [11], AND [01], OR [10], NG [00]

Here are some of the instructions thatehbeen defined:

Name Opcode(Funct) Name Opcode(Funct) Name Opcode(Funct)
NOP 0000(00) lw 0001(xx) S 0011(xx)

NOT 1000(00) beqz 0100(xx) j 0101(xx)

AND 1000(01) AND Imm 1001 (xx) ADD 1100(01)

OR 1000(10) OR Imm 1010(xx) ADDImm 1101(xx)

XOR 1000(11) XOR Imm 1011(xx) SUB 1100(01)
Here are the 21 control signals.

PCin PCout IRIn IRout MDRIin MDRout MARIn
Zin Zout RDin RDout MemRead MmWrite Imm
RS1out RS2out #0out #1lout ALUO ALU1 Xin



Here is a diagram of the machine.

Register File
PCin IRin IR[5-4] — Src1 — RSlout
PCout IRout IR[3-2] — Src2 — RS2out #0 —+#Oout
PC IR IR[7-6] — Dest — RDin #1 #lout
] \ }
11-0 =9 11-8 11-0
) y y
. ) 1 )
MDRin [ 11-0 | 110 11-0
u MDR H MAR |- MARin ,
i X Xin
MDRout
| \
Instruction/Data MemRead ALUO ALU
Memory Memwrite ~ ALUL
zin zow

12

(8) Fill in the microcode steps necessary to perform an instruction fetch (incrementing the PC is cons

part of fetch).

S{IPI T M M|Z|R|X|P|]IT|M|Z|R|R|R|#| # Al A| M| M| I
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(8) Now that you hae done the instruction fetch, fill in the microcode steps necessary to perform tie foll
ing instruction: LW R3, 9(R1)

S|{P|ITIM|IM|Z|R|X|P|IT|M|Z|R|R|R|#  # Al Al M| M| I

t|C|R|D/A|]i|D|]i|C|R|D|o|D|S|S| 0| 1 L| L|r|{w|m

eli |1 |R|R|n|ji|njo|o|lR|Jujo|l1l|2|ojo|lU| U] e|r | m

pin|{nj| i} n ujlu|o|tjfulo|jo|jufju| O0]1]| a].i
n|n t| t| u tjuflu|t]t d | t

t t |t e
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5

(4) Suppose we want to use microcode to provide the control signals for this machine. Assuming the
est instruction takes a total of 10 cycles and the simplest microcode configuration is used,

a. (1) Hav mary entries would the microcode memorywea
b. (1) How wide would each entry be?

c. (2) What would be contained in each memory location?

(3) An important program spends 75% of its time doing Floating Point operations, and 25% of its
doing integer arithmetic. By redesigning the hardware you can either treakloating Point unit 1/3aéter
(take 23 as long), or the integer unit 99% faster ¢tako asdng). Whichshould you do, and why?
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Here is the state diagram for a random machine:

0

PCout, MARIn,

1
Zin, #1out,
ALUO, ALU1,
MRead, Bus

2 3

PCin, Zout,

Opcode=0010

MDRout, IRin

MRead, Xin

12

ROout, MARIn,

MRead
2
\%
£

4 13

R1out, Xin,

ROout, Xin

MRead

10
IRout, Zin,
ALUO, ALUL,
Offset

R1lout, Zin,
ALUO, ALU1,
Bus

IRout, Zin,
ALUO, ALU1

14

MDRout, Zin,
ALUO, ALUL,
Bus

6 8
ROQin, Zout ROin, Zout

(4) Assuming there are 4 statearmables (Y3-Y0), that State0=!Y3*Y2*Y1*lYO (000) and
State15=Y3*Y2*Y1*YO0 (1111), write down the exact boolean equation for the MDRout signal.

(2) Assuming the same situation as in the previous question, write down the exact boolean equati
NextStatel2.

(4) If you were using a minimized microcode configuration for this machine, circle on the diagram w
the dispatch roms points are.
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(7) In class, we talked about thgcte by cycle steps that occur on different interrutar. example, here is
what happens if there is an di@ operand interrupt generated by instruction i (note this machine has
stage pipeline):

1 2 3 4 5 6 7 8 9 0] 11 12
i IF ID RR EX M1 M2 WB <-Interrupt detected

i+1 IF ID RR EX M1 M2 WB <-Instruction Squashed

i+2 IF ID RR EX M1 M2 WB <-Trap Handler fetched
i+3 IF ID RR EX M1 M2 WB

i+4 IF ID RR EX M1 M2 WB

Fill out the following table if instruction i+1 experiences a fault in the EX stage (Owefloexample):

i+1 IF ID RR EX M1 M2 WB

i+2 IF ID RR EX M1 M2 WB

i+3 IF ID RR EX M1 M2 WB

i+4 IF ID RR EX M1 M2 WB

i+5 IF ID RR EX M1 M2 WB

What happens in this case?

1 2 3 4 5 6 7 8 9 0]
i IF ID RR EX M1 M2 WB <-Mlstage has page fault

i+1 IF ID RR EX M1 M2 WB <-InstDecode has ligg I nstruction
i+2 IF ID RR EX M1 M2 WB

i+3 IF ID RR EX M1 M2 WB

i+4 IF ID RR EX M1 M2 WB

i+5 IF ID RR EX M1 M2 WB

What is the maximum number of exceptions that could happen at one time intberabhine? Wg?
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